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fluctuations in the detected emission signal, 
which can be analyzed to gain knowledge 
about the underlying physical mechanism. 
In the work of Vanden Bout et al., addi- 
tional flickering effects (fluorescence ampli- 
tude jumps) have been observed for single 
conjugated polymer molecules ( 2 ) ,  a recent 
entry into the single-molecule arena. In a 
similar vein, blinking and switching effects 
have also been reported for single molecules 
of a novel fluorescent protein (6). 

As an example of what “blinking” means, 
the figure shows a sequence of 100 micro- 
scopic images of the emission from a single 
protein molecule. Its emission blinks on  and 
off even though the pumping laser beam is 
continuously present. Such fluctuations are 
now becoming near-universal features of 
the single-molecule regime, and they pro- 
vide unprecedented insight into behavior 
that is normally hidden by the usual en- 
semble averaging. 

Conjugated polymers are a relatively new 
class of semiconducting materials that com- 
bine the electronic and optical properties of 
semiconductors and the processability of 
conventional polymers (7). The  conjugation 
results from overlap of the n-electron orbitals 
along the chain of the polymer. In the work 
of Vanden Bout et al. ( 2 ) ,  a derivatized 
poly(p-phenylene vinylene) (PPV)-poly(p- 
pyridylene vinylene) (PPyV) copolymer was 
chosen, because the photoluminescence and 
electroluminescence of this and related con- 
jugated polymers show particular promise for 
light-emitting device (LED) and laser appli- 
cations. In such systems, one of the more 
important elementary excitations is an exci- 
ton (bound electron-hole pair), which is 
typically delocalized over a few monomer 
units and produces an emitted photon when 
recombination occurs. Such single excitons 
are known to migrate in semiconductor ma- 
terials until a recombination center is 
reached, and several years ago, these single 
luminescent entities were first observed in a 
GaAs/AlGaAs quantum-well material with 
a sophisticated scanning near-field optical 
microscopy technique at liquid-helium tem- 
peratures (8). 

For the work on  the PPV-PPyV copoly- 
mer a t  room temperature, a scanning con- 
focal microscope allowed observation of 
localized emission spots arising from 
photogenerated excitons ( 2 ) .  The occur- 
rence of localized spots showed that strong 
communication occurs along the polymer 
chain. For each bright spot, a complex flick- 
ering (fluctuations in  the fluorescence in- 
tensity), which was different from spot to 
spot, was observed, along with eventual 
photobleaching. Interestingly, by using a 
clever two-wavelength pumping technique, 
the workers were able to prove that the flick- 
ering was not the result of spectral diffusion 

effects but rather the generation of a quench- 
ing defect at some location along the poly- 
mer chain. This conclusion should have im- 
portant ramifications in the development of 
these materials for LED and sensor applica- 
tions. In particular, it will be most important 
to reduce the concentration of quenching 
defects in order to maintain high-efficiency 
light emission for future LED applications. 

A key feature of these studies on  both 
single conjugated polymer molecules and on 
single fluorescent proteins is the observation 
of novel mechanisms for flickering, blinking, 
and switching in single quantum emitters. 
Such blinking and flickering effects would be 
almost unobservable and certainly misinter- 
preted in studies on large ensembles, because 
the various emitters contributing to the 
overall sum are generally uncorrelated: The 
mean value of the total emission would sim- 
ply be smaller. These observations are clear 
examples of the power of single-molecule 

spectroscopy and microscopy in opening up a 
frontier of previously hidden physical effects. 
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I COMPUTATIONAL BIOLOGY[ 

Biological Information Processing: 
Bits of Progress 

Nicholas C. Spitzer and Terrence J. Sejnowski 

A r e  there principles of information process- 
ing common to all biological systems, 
whether simple or complex, fast or slow? A 
recent conference ( 1  ) that brought to- 
gether researchers from a wide range of dis- 
ciplines hinted that there are. Several key 
principles of biological information process- 
ing emerged, and new computational meth- 
ods were presented for analyzing complex 
biological systems. There were two promi- 
nent themes of the meeting. 

The first was the many ways in which 
biochemical reactions within cells can be 
used for computation. A variety of biological 
processes-concatenations of chemical am- 
plifiers and switches-can perform computa- 
tions such as exponentiation, differentia- 
tion, and integration. These computational 
cascades include metabolic processes as di- 
verse as gene transcription, cell cycle timing, 
and decoding oscillations of second messen- 
gers ( 2 ) .  Enzymatic amplification, regulatory 
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Fig. 1. Computing by chemical switches. 
(Top) Simulation of signaling or metabolic cas- 
cades allows assignment of unidentified rate 
constants for specific steps in the pathway 
generating the product N (Bottom) Optimiz- 
ing the cascade to achieve a different out- 
come (N’), which mimics an evolutionary pro- 
cess, identifies critical rate constants that 
change and focuses further investigation on 
specific components 
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feedback, and parallel pathways lead to 
chemical networks with dynamical proper- 
ties comparable to those found in both bio- 
logical and artificial neural networks, but on 
time scales that range over eight orders of 
magnitude, from milliseconds to days. In 
some systems, the response properties of the 
chemical reactions filter the information so 
that the same chemical messenger can carry 
several signals simultaneously on different 
time scales (3). 

Biological systems for which the full cas- 
cade is known can be modeled by com- 
puter-a form of digital reconstitution. A 
computer simulation of a biochemical cas- 
cade is a summary of the current understand- 
ing of the system and can be used to predict 
the outcomes of perturbations. These models 
provide insights into the ways in which be- 
haviors and cellular responses are modulated 
or stabilized and focus experimental investi- 
gation on specific molecules. 

One  of the best-studied behaviors based 
on a chemical network is bacterial chemo- 
taxis, in which a cascade of chemical switches 
leads to phosphorylation of protein Y and 
activation of the flagellar motor. Simulation 
of the molecular interactions generating 
bacterial chemotaxis allows determination 
of rate constants for different reactions (see 
Fig. 1, top) and shows how activities of par- 
ticular chemotactic proteins are affected by 
their allosteric interactions. Deviations from 
observed bacterial behaviors hint at undetec- 
ted components or unsuspected interactions 
in the natural signaling pathway. The  effects 
of overexpression or knockout of compo- 
nents, mimicking processes that produce 
polymorphisms, can also be assessed (4, 5 )  
(see Fig. 1, bottom). Systematic variation of 
parameters identifies relatively invariant, 
and thus robust, features of the signaling 
cascade (6).  

The embryonic development of Drosoph- 
ila, in which a series of distinct segments 
defined by stripes of expression of tran- 
scription factors are elaborated, entails 
molecular signaling by similar cascades. A 
connectionist model of development reveals 
the dynamical interactions among transcrip- 
tion factors through equations that describe 
the spatiotemporal patterns previously deter- 
mined experimentally (7). 

Although the idea that living organisms 
operate by chemical switches may be intu- 
itively simple, the resulting dynamics can 
lead to  surprising behaviors. Bacteria climb 
chemical gradients, but exhibit a decreased 
response to increased levels of chemoattrac- 
tant receptor (4, 5). Simulating expression 
of stripes of the euenskipped (eve) gene in 
Drosophila requires relatively large diffusivity 
of regulatory Kruppel protein and small 
diffusivity of eve protein, providing a theo- 
retical basis for eve’s observed anatomical 

localization (7). In modeling prokaryotic 
protein production, construction of a statisti- 
cal model and simulation of gene expression 
suggest that alternative regulatory pathways 
may be selected probabilistically, consistent 
with phenotypic variability in isogenic popu- 
lations (8). 

The  second theme was pulses as carriers of 
information-many biological systems gen- 
erate pulsatile activity, achieving superior 
signal-to-noise ratios by frequency modula- 
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Fig. 2. When timing is everything. The fre- 
quency of signaling is proportional to the rapid- 
ity (time) of the effect on a log-log scale, across 
many orders of magnitude. 

tion (FM) coding and avoiding desensitiza- 
tion to sustained signals (by multiple mecha- 
nisms). For example, insect salivary gland 
secretion depends on the frequency of tran- 
sient increases of intracellular calcium, on a 
time scale of minutes (9). Differentiation of 
amphibian spinal neurons requires patterns 
of calcium transients at particular frequen- 
cies, on a time scale of hours (10). In these 
neurons, the appearance of a neurotransmit- 
ter, GABA (y-aminobutyric acid), and matu- 
ration of potassium current require a low fre- 
quency of calcium transients, whereas axon 
extension requires a higher frequency, and 
neurons are tuned to differentiate normally in 
response to the frequencies of calcium tran- 
sients they generate. Secretion of growth hor- 
mone is pulsatile on a time scale ranging from 
minutes to days, a property that is clearly im- 
portant because pulsatile application yields 
greater weight gain and bone growth than 
continuous application ( I  1 ) .The frequency of 
coding is proportional to the rapidity of the 
readout of the signals (see Fig. 2 ) .  

Unlike most engineered communications 
systems that use well-defined frequencies to 
transmit information, many biological sig- 
naling systems use fluctuating signals. 
Counterintuitively, in several systems sto- 
chastic phenomena can enhance the preci- 
sion of the outcomes. Genetic circuitry- 
from clonal variation in bacterial chemotaxis 
to gene transcription in eukaryotes-relies 

on random association of molecules with tar- 
gets to ensure specific results on a time scale 
of minutes. Another biological system in 
which random patterns may be used to 
achieve highly precise outputs is the cerebral 
cortex, where the timing of neuronal action 
potentials is regular but unreliable in re- 
sponse to repeated, constant inputs. How- 
ever, the spike-initiating mechanism re- 
sponds with reliability on a time scale of mil- 
liseconds in response to repetition of a fluc- 
tuating input ( 1  2 )  like the fluctuating mem- 
brane potentials of neurons in vivo. These 
results raise the possibility that the timing of 
spikes carries information in addition to that 
carried by the average firing rate. Introduc- 
tion of sufficiently wide bandwith noise am- 
plifies the signal generated by voltage-de- 
pendent ion channels ( 1  3) and may contrib- 
ute to action potential timing. 

Traditional disciplines often become 
highly productive when they intersect with 
other disciplines at critical times in their in- 
dependent evolution. This conference- 
which brought together chemists, physi- 
cists, information theorists, developmental 
biologists, endocrinologists, and neurosci- 
entists-bore some resemblance to  the 
seminal convergence of physicists, chem- 
ists, and biologists at the 9th Cold Spring 
Harbor Symposium on Quantitative Biol- 
ogy, ongenes andchromosomes, in 1941. In 
the pre-DNA era this group forged a recog- 
nition that general principles cut across all 
species from plants to humans. The  time is 
now ripe to search for general mechanisms 
supporting the dynamic kaleidoscopic 
dance of biological information processing 
that surrounds the static information con- 
tained in the genome. 
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